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Introduction
Portable, low-field MRI opens the possibility of con-
ducting brain research in field settings such as homes, 
schools, retail stores, courtrooms, sports arenas, and 
other locations outside academic medical centers. 
Bringing brain research to the people, instead of 
requiring research participants to travel to fixed MRI 
scanners at academic hospitals, could diversify data-
bases and reduce bias in neuroscience.1 Portable MRI 
could let nonmedical researchers (including citizen 
scientists) explore how the ultimate black box — the 
brain — affects human performance in real-world 
situations that are difficult to replicate in traditional, 
hospital-bound research environments. 

Potential research uses, many of which are still 
speculative, include educational research and stud-
ies of juror decision-making, economic decisions and 
consumer choice, voting behaviors, and the creation 
of art.2 Scholars suggest that emerging fields of “neu-
rolaw, neuroeconomics, educational neuroscience, 
neuropolitics, neuromarketing, neurophilosophy, and 
neurosociology may increasingly integrate scanning 
into their research.”3 At the same time, scholars cau-
tion that current ethical and regulatory frameworks 
have gaps that might lead to incomplete or ineffective 
protection of future participants in pMRI research.4
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Abstract: This article explores two questions: 
(1) whether portable MRI research might escape 
regulatory oversight altogether under existing 
U.S. privacy and research ethical frameworks, 
leaving research participants without adequate 
protections, and (2) whether existing regulatory 
frameworks, when they do apply, can guard soci-
ety’s broader interest in ensuring that portable 
MRI research pursues socially beneficial, ethically 
sound aims that minimize the potential for exter-
nalities affecting nonparticipating individuals and 
groups, who might be stigmatized or otherwise 
harmed even if they decline participation in the 
research.
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This article offers a cautious and somewhat skep-
tical counterpoint to the view that pMRI will rapidly 
infiltrate nonmedical academic disciplines and open 
a new era of neuro-everything research. A low-field 
pMRI scanner, estimated in 2023 to have an upfront 
cost around $250,000,5 costs far less than some of 
its traditional counterparts but is still not something 
most professors would be able to purchase for their 
offices. Tinkerers can build their own open-source 
scanners using open-source software and available 
hardware parts, as in the recent Uganda demon-
stration Shen et al. describe elsewhere in this issue.6 
However, “FDA [the U.S. Food and Drug Adminis-
tration] may consider those who build open-source 
scanners to be ‘manufacturers’ subject to FDA regula-
tions.”7 FDA almost surely will do so if the tinkerers 

are located in, or exporting to, the United States and 
intend to use their homemade devices to experiment 
on anybody other than themselves. Similar issues arise 
with biohacking and consumer genetic technologies 
and shed light on how hard it may be to regulate citi-
zen science with open-source portable MRI.8 Studies 
of consumer genomics suggest that FDA has consid-
erable legal authority to regulate do-it-yourself scien-
tists but would face practical challenges in regulating 
thousands of small manufacturers and researchers.9 
Agencies like FDA were designed in the 20th cen-
tury to regulate “a small number of large companies” 
and research institutions.10 Technologies like pMRI 
undermine the centralized industry structures that 
yesterday’s regulations presume.11

Despite the regulatory gaps — which are very real — 
this article argues that a variety of cost and regulatory 
barriers will constrain the pace at which educators, 
philosophers, lawyers, marketers, and other medical 
laypeople incorporate pMRI machines into their day-
to-day professional activities and research. Current 
uses of pMRI cited in a recent survey reflect routine 
clinical uses of brain scanning and traditional medi-
cal research projects, novel only in that they now can 

be performed in non-traditional settings.12 They do 
not suggest wide use of pMRI in nonmedical research 
projects at this time.13 Yet we all have seen, in our 
recent lifetimes, how quickly the cost and availability 
of new technologies can change. Even skeptics accept 
that pMRI may, at some point, be used for a variety 
of nonmedical research projects, which are the main 
focus of this article.

Some nonmedical research uses of pMRI might be 
ethical, scientifically sound, and socially beneficial, yet 
others will raise thornier ethical concerns. Portable 
scanners already make it possible to estimate brain vol-
umes “in children 6 weeks to 16 years of age … in almost 
any setting.”14 Deploying these systems in schools might 
help researchers identify educational and social inter-
ventions that effectively boost brain health and aca-

demic performance in struggling students. Yet it also 
might allow educators to stigmatize young children 
and consign them to an invidious “small-brained” clas-
sification in which their futures are simply written off. 
It is worth remembering that Ivan Turgenev’s brain, 
at autopsy, weighed 2.021 kilograms, whereas Anatole 
France’s brain was a mere half that (1.017 kilogram), 
yet both authors delighted many readers.15 How many 
Anatole Frances might educators write off if pMRI 
scanners are placed in future classrooms? 

Future nonmedical brain research, even when not 
ethically troubling, might sometimes lack scientific 
merit or be targeted at problems with low value to 
society. Imagine a future in which market researchers 
can prove (with sound scientific evidence!) that their 
brand of peanut butter lights up the pleasure centers 
in our brains better than the competing brand, so that 
consumers need never again endure the hedonic injury 
of choosing the wrong brand of peanut butter. Would 
such “science” benefit the public, and who should be 
the judge of that? 

This article explores whether current U.S. research 
regulatory structures are tailored to the challenges of 
using pMRI in field settings for nonmedical research 
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purposes such as sociological, educational, or mar-
keting studies. There are two questions: (1) whether 
this research might escape regulatory oversight alto-
gether under existing U.S. privacy and research ethi-
cal frameworks, leaving research participants without 
adequate protections, and (2) whether the existing 
frameworks, when they do apply, offer meaningful 
protection against ethically questionable, scientifi-
cally dubious uses of portable MRI technology that 
threaten broader harms to society at large.

I. Can Current Regulations Protect Portable 
MRI Research Participants?
Three major U.S. federal research regulatory frame-
works potentially protect human participants in porta-
ble MRI research: the Federal Policy for Protection of 
Human Subjects (Common Rule);16 the Health Insur-
ance Portability and Accountability Act17 (HIPAA) Pri-
vacy Rule,18 a medical privacy regulation that applies 
to some but not all biomedical research activities; and 
FDA’s research oversight framework, which potentially 
comes into play because portable MRI scanners are 
subject to FDA regulation as medical devices.19 This 
part explores whether portable MRI research could 
fall into jurisdictional gaps in these regulations, leav-
ing research participants with insufficient ethical and 
privacy protections. To summarize, these concerns are 
valid, especially for the Common Rule and HIPAA Pri-
vacy Rule. Fortunately, FDA has at least some jurisdic-
tion to regulate research uses of portable MRI, even in 
basic scientific studies pursuing nonmedical research 
aims. However, this analysis confirms that there is a 
real risk that some research participants may fall into 
regulatory gaps and be left unprotected.

A. Risk Protections Under the Common Rule and 
HIPAA Privacy Rule 
Field-based portable MRI research carries risks that 
warrant dependable privacy and ethical protections. 
These risks include privacy risks and potential risks of 
physical injuries.

As for the privacy risks, neuroimages are potentially 
re-identifiable even when researchers make efforts to 
anonymize them,20 and these risks are only expected to 
intensify as artificial intelligence (AI) algorithms grow 
more adept at reidentifying image data. Another pri-
vacy concern is that moving research outside the tra-
ditional biomedical research context exposes partici-
pants to a host of new data handlers — medical device 
manufacturers, information processors, data storage 
and transmission providers, and nonmedical research 
personnel — who may not be bound by the default pri-
vacy and confidentiality norms governing physicians, 

nurses, and trainees working within licensed health 
care institutions.21 Portable MRI research thus may 
deviate from research participants’ traditional expec-
tations of research privacy. 

As for safety risks, portable MRI scanners, although 
safer than many other neuroimaging technologies, are 
not altogether risk-free, as Shen et al. discuss elsewhere 
in this issue.22 Unlike genetic and other in vitro diag-
nostics that only require a low-risk blood draw or buc-
cal swab to collect specimens, MRIs are in vivo diag-
nostics that study parts of the body in situ — within 
a living human being — by exposing research partici-
pants to energy flows.23 To be sure, portable MRI scan-
ners employ much lower magnetic fields (fractions of 1 
Tesla) than standard and high-field devices operating 
at 1.5 Tesla and above.24 Low-field portable MRI scan-
ners reduce the risks seen with higher magnetic fields, 
such as forces on metallic implants, tissue heating, 
vertigo, nausea and other risks Hoff et al. observed in 
7-Tesla devices used in clinical care.25 

While the lower field strength is comforting, two 
caveats are warranted. First, the reduction in magnetic 
field exposure comes at the cost of lower image quality, 
which can subject research participants to other safety 
risks if, for example, possibly-less-accurate scans are 
returned to them or used to make decisions about the 
interventions they will receive during the research. 
Second — and FDA has stressed this point again and 
again — research can pose significant risk to research 
participants, even when it uses devices that, in them-
selves, are relatively safe. In research oversight, “[t]he 
risk determination is based on the proposed use of 
a device in an investigation, and not on the device 
alone.”26 Even when FDA has determined that a device 
is NSR, or “nonsignificant risk,” that does not imply 
that research using the device also poses non-signif-
icant safety risks to participants, “because the evalu-
ation of risk must reflect the proposed use of a device 
in a study.”27 

As an example, FDA views “Menstrual Tampons 
(cotton or rayon only)” as nonsignificant risk medical 
devices unlikely to pose serious risks to participants in 
clinical investigations to evaluate product safety, effec-
tiveness, or substantial equivalence to other existing 
products.28 If, however, a researcher proposed to jam 
these NSR devices far up into research participants’ 
noses as part of a basic scientific study to collect and 
analyze human nasal secretions, that research might 
pose serious safety risks despite using a device that is 
quite safe in its intended use. 

FDA has determined that MRI devices pose “signifi-
cant risk” in investigations where the device operat-
ing conditions involve a magnetic field above 8 Tesla 
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for persons more than one month old (or 4 Tesla for 
neonates under that age) or if various other operat-
ing parameters are exceeded.29 In this same guidance, 
however, FDA cautions that “[t]hese criteria apply 
only to device operating conditions. Other aspects of 
the study may involve significant risks and the study, 
therefore, may require [FDA oversight] regardless 
of operating conditions.”30 It is completely errone-
ous to conclude that “MRI systems up to 8T are NSR 
devices”31 and, therefore, any research with low-field 
portable MRI scanners is NSR research.

Portable, low-field MRI scanners reduce but do not 
eliminate the safety risks of neuroimaging research, 
particularly in study protocols calling for repeated 
imaging of the same individuals to monitor changes 
over time or in response to different stimuli. Even 
when FDA or its counterparts in other nations have 
cleared or approved an imaging device as reason-
ably safe and effective for an intended clinical use, 
researchers may press the device into off-label uses for 
which its safety is unknown. 

In light of these risks, scholars are concerned that 
portable MRI research could fall into jurisdictional 
gaps in the Common Rule and HIPAA Privacy Rule. 
The Common Rule only applies to research that is 
either funded by federal agencies that implement the 
Common Rule or carried out at academic research 
institutions that have voluntarily agreed to subject all 
of their research to the Common Rule regardless of the 
funding source.32 The HIPAA Privacy Rule applies to 
institutions providing health care services and to their 
employees, which takes in most research at academic 
medical centers but can leave out a great deal of com-
mercial research and even academic research done by 
nonmedical departments at universities structured as 
HIPAA “hybrid entities.”33 

For portable MRI research in field settings, it is 
possible that neither of these regulations would apply, 
depending on how the research is funded, where the 
research data are stored, and whether the investiga-
tors happen to be employees of a HIPAA-covered 
entity. For example, the commercially funded peanut-
butter taste test hypothesized earlier seemingly could 
escape regulation under the HIPAA Privacy Rule and 
the Common Rule.

B. Can FDA Fill the Regulatory Gap? 
FDA’s research regulatory framework offers a poten-
tial backstop for oversight of portable MRI research. 
While it will not always apply, FDA’s framework does 
have a useful potential to help fill the regulatory gap 
when research escapes oversight under the Common 
Rule and HIPAA Privacy Rule. 

FDA’s research regulations were designed to ensure 
the ethical conduct of clinical trials — often privately 
sponsored — that assess safety and effectiveness of 
investigational drugs and medical devices as a pre-
lude to seeking FDA premarket review and clear-
ance/approval for commercial sale. However, FDA’s 
research oversight can also apply to basic scientific 
research — that is, studies in which there is no plan to 
use the research results to inform regulatory decisions 
— if the research uses FDA-regulated medical devices 
in ways that pose significant risk to the research 
participants.34 

When it applies, FDA’s framework requires 
informed consent35 and review by an Institutional 
Review Board (IRB) qualified to oversee FDA-regu-
lated clinical studies,36 and in these respects it resem-
bles the Common Rule. FDA’s regulations differ subtly 
from the Common Rule where informational research 
(research with previously stored data and biospeci-
mens) is concerned: for example, FDA’s regulations 
are more cautious than the Common Rule is about 
allowing unconsented research use of deidentified bio-
specimens.37 FDA’s research regulations also require 
disclosure of financial conflicts of interest such as an 
investigator’s intellectual property rights in an investi-
gational drug or device that is under study,38 and they 
require appropriate labeling, manufacturing, and dis-
tribution of investigational products to disclose their 
experimental nature and restrictions on their use.39 

Where FDA’s regulations differ most starkly from 
the Common Rule is FDA’s Part 812 Investigational 
Device Exemption (IDE) regulations,40 which are 
potentially important in portable MRI research. Part 
812 is more in the nature of a consumer safety regu-
lation than a traditional research ethical framework. 
Exposing research participants to as-yet-unapproved, 
experimental medical devices during a research study 
directly subjects them to the risk of product-related 
injuries. Product safety risks also can arise when 
research uses an FDA-cleared or approved device but 
deploys it in a novel (off-label) way for which its safety 
is unknown. Part 812 aims to protect research partici-
pants from those risks.

Part 812 implicitly requires that a federal regulator 
— FDA — review the proposed research protocol in 
which a device will be used. The Common Rule has 
no corresponding requirement, instead relying on 
IRBs, often staffed with employees of the institution 
that wishes to conduct the research, to assess whether 
“[r]isks to subjects are minimized” and ‘[r]isks to sub-
jects are reasonable in relation to anticipated benefits, 
if any, to subjects, and the importance of the knowl-
edge that may reasonably be expected to result.”41 
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When Part 812 applies to portable MRI research, it 
empowers a skeptical regulator — FDA — to scruti-
nize the research protocol before approving a pro-
posed research use of a device. 

An important point is that FDA’s Part 812 regula-
tions do not distinguish whether research is privately 
or federally funded or whether it takes place within 
a HIPAA-covered academic research institution or 
not. Any use of a device in research that is conducted 
anywhere by anybody can trigger oversight under Part 
812, if the research use of the device poses significant 
risk to the research participants.42 

Part 812 has an exemption for research with diag-
nostic devices,43 but portable MRI research does not 
fit in this exemption. The exemption requires all four 
of the following conditions to be met: (1) the test-
ing must be non-invasive; (2) the testing must not 
“require an invasive sampling procedure that presents 
significant risk”;44 (3) it must not by design or inten-
tion introduce energy into a subject; and (4) the test-
ing must not be “used as a diagnostic procedure with-
out confirming the diagnosis by another, medically 
established diagnostic product or procedure.”45 Even if 
portable MRI research meets conditions (1), (2), and 
(4) for an exemption, it fails condition (3). This means 
portable MRI research is potentially subject to regula-
tion under Part 812, if other jurisdictional conditions 
are met. 

The crucial question, then, is when will FDA’s Part 
812 IDE regulations apply to portable MRI research? 
FDA’s authority as a research regulator is incident to its 
authority to regulate medical products such as drugs 
and devices. Accordingly, the types of research FDA 
can regulate are narrower than the sweeping definition 
of “research”46 that the Common Rule regulates. As a 
general rule, Part 812 allows FDA to regulate inves-
tigations of medical devices (“clinical investigations 
of devices to determine safety and effectiveness”47), 
as opposed to regulating research that merely uses 
devices as tools to study other phenomena in nature. 

Merely using a device — even one that FDA has 
never previously cleared or approved — as a means to 
study a medical or physiological phenomenon will not, 
by itself, cause the research to fall under Part 812. The 
agency’s own training materials state, as the basic rule, 
that an IDE is not required for “basic physiological 
research” that is “investigating a physiological prin-
ciple” with “no intent to develop the device for mar-
keting,” if the investigation is “only using the device to 
address the research question.”48 FDA first enunciated 
this principle in the preamble to the final rule when 
Part 812 was first implemented in 1980.49 However, 
two important exceptions to the basic rule sometimes 

let FDA regulate basic scientific “investigations to 
expand medical knowledge or conduct fundamental 
research.”50 

The first exception is that a basic scientific study can 
fall under Part 812 if FDA determines that it implicitly 
incorporates a study of whether the device is safe and 
effective for a given use. “If the expansion of medical 
knowledge or the conduct of fundamental research 
involves an investigation to determine the safety or 
effectiveness of a device, an IDE will be required.”51 
Suppose a portable MRI study does not have, as one of 
its aims, to prove the device is effective as a diagnostic 
tool for assessing learning disabilities. However, the 
research protocol envisions that researchers will use 
the device’s outputs to help them make such assess-
ments. FDA might conclude that the study, in fact, 
implicitly incorporates a study to determine whether 
the device is effective for that use. On this basis, FDA 
could require an IDE. 

The second exception is that FDA can regulate 
the use of a device, even in a basic scientific study, if 
the use of the device presents “significant risk” to the 
research subjects.52 In these instances, the research is 
not studying the device itself but using the device to 
study other medical or scientific phenomena in ways 
that pose significant risk to research participants. This 
might occur even with an FDA-cleared or approved 
portable MRI scanner, if the research uses it in ways 
that deviate from the intended use stated in its prod-
uct labeling. FDA “approval of a drug or medical 
device for one intended use does not assure its safety 
and effectiveness for other uses.”53

A concrete example helps clarify the types of infor-
mation that might appear in a portable MRI device’s 
labeling. FDA’s 510(k) database shows clearances for 
several evolutions of the Hyperfine Swoop® Portable 
MRI System™. Its “intended use” simply states that the 
device is “for producing images that display the inter-
nal structure of the head where full diagnostic exami-
nation is not clinically practical. When interpreted by 
a trained physician, these images provide information 
that can be useful in determining a diagnosis.”54 

Following a practice that is not uncommon for in 
vivo diagnostic devices, this device is labeled for ana-
lytic use without making any specific clinical claims. 
An analytical claim merely asserts that a diagnostic 
device can accurately and reliably detect the presence 
or absence of the “analyte” — the characteristic of real-
ity that it purports to detect.55 An example of an ana-
lytical claim is: “This device produces accurate images 
of calcification in a patient’s arteries.” A clinical claim 
goes farther and asserts that presence or absence of 
the analyte reveals clinically meaningful information 
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about a person’s state of health.56 An example of a 
clinical claim might be: “This device is for producing 
images of calcification in arteries as an aid to diagnos-
ing coronary artery disease.” 

In the Hyperfine Swoop® Portable MRI System™ 
labeling, the intended use is simply to produce ana-
lytically valid images of the internal structure of a per-
son’s head. The labeling ascribes no clinical meaning 
to that information, and any assignment of clinical 
significance is left to the trained physician ordering 
the test. The labeling also notes that it is a prescrip-
tion device.57 Ordinarily, medical device labeling must 
provide adequate directions for use that would enable 
a layperson to understand both the conditions for 
which the device is to be used and how to use it safely 
and effectively.58 When this is not possible, for exam-
ple, if the device or the information it produces is too 
complex for laypeople to use safely without a doctor’s 
involvement, FDA can exempt the device from this 
requirement and allow its directions to be written for 
healthcare professionals, but then the device becomes 
a prescription device.59 

When a device is labeled as a prescription device 
for use pursuant to a doctor’s order, it is not a con-
sumer product intended for over-the-counter sale to 
economists, lawyers, and other medical laypeople. If 
the device produces analytically valid results intended 
for interpretation by a trained physician, it would be 
inconsistent with the product’s labeling for an econ-
omist or lawyer to interpret the clinical significance 
of the images the scanner produces. Doing so could 
pose serious risks unless the research plan includes 
appropriate medical personnel to order testing and 
assist with interpretation of results. Device manufac-
turers are prohibited from marketing their products 
for unapproved uses, including uses that would place 
nonmedically trained researchers in the position of 
ascribing clinical significance to images the scanner 
produces. 

When might a layperson’s research use of a portable 
MRI device cross the line into ascribing clinical signif-
icance to imaging results? Consider three examples: 

Example #1. 
A professor of fine arts uses a portable MRI scan-
ner to capture images of volunteers’ brains, with the 
aim of gluing the images onto a canvas to create an 
artistic collage portraying the beauty of the human 
brain. Here, the professor is only interested in collect-
ing analytically valid images but ascribes no clinical 
significance to them. Unless the scanner is used in a 
way that creates significant safety risks for the partici-
pants, this use would not require an IDE. 

Example #2. 
An educational researcher plans to use portable MRI 
scans of schoolchildren as an aid to studying learn-
ing disabilities. In this study, the researcher, in effect, 
intends to use the device “in the diagnosis of disease 
or other conditions [that is, learning disabilities], 
or in the cure, mitigation, treatment, or prevention 
of disease, in man or other animals.”60 As used in 
this research, the scanner meets the definition of an 
FDA-regulable medical device. However, FDA has not 
cleared the scanner for diagnostic use by medical lay-
persons. This unapproved use carries a risk of diag-
nostic error and could require an IDE. 

Example #3. 
Psychology and marketing researchers use portable 
MRI in a study exploring the relationship between 
brain structure and a person’s fashion choices.61 Bad 
fashion choices are not a medical “disease or condi-
tion,” so researchers will not be ascribing clinical sig-
nificance to the imaging results. This study seems to 
be basic scientific research that would not require an 
IDE unless the scanner were used in a way that poses 
significant safety risks.

C. The Process for Determining Whether Research 
Requires an IDE 
The previous examples show how FDA’s IDE regula-
tions can fill regulatory gaps for some (but not all) 
portable MRI research conducted by medical layper-
sons. When basic scientific research falls through gaps 
in the Common Rule and HIPAA Privacy Rule, FDA’s 
IDE regulations offer a final line of defense, but these 
regulations may not always apply. This section sum-
marizes the process for determining whether research 
requires an IDE. It then explores how the advent of 
portable MRI is placing strains on this process, pos-
sibly making it hard for FDA to enforce its IDE regula-
tions even when they technically apply. 

Basic scientific research using portable MRI does 
not require an IDE unless the research incorporates 
a study of device safety and effectiveness or poses sig-
nificant risk to research participants. The sponsor of 
the study must obtain an IRB approval of the investi-
gation “after presenting the reviewing IRB with a brief 
explanation of why the device is not a significant risk 
device.”62 

Part 812 tasks IRBs, in the first instance, with deter-
mining whether a proposed research use of a device 
poses significant risk.63 If an IRB concludes that the 
device poses no significant risk, it can approve the 
research without an IDE. FDA does, however, retain 
authority to second-guess the IRB’s determination 
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and step in and require an IDE if the agency deter-
mines the device does pose significant risk in the 
planned research use. The question, of course, is how 
the FDA would know the research is happening — a 
question the next subpart explores. 

Part 812 defines a “significant risk device” as one 
that (1) is an implant and presents a serious risk, or 
(2) is for a use in supporting or sustaining human life 
that presents a serious potential for risk — neither of 
which seems relevant to portable MRI research — but 
it adds a third and fourth criteria that are potentially 
relevant.64 

The third criterion is that using a device in basic sci-
entific research can pose significant risk if the research 
applies the device “for a use of substantial importance 
in diagnosing, curing, mitigating, or treating disease, 
or otherwise preventing the impairment of human 
health and presents a potential for serious risk to the 
health, safety, or welfare of a subject.”65 Using an FDA-
cleared device that is intended for analytical use only 
(e.g., to make images of a person’s head) and assigning 
clinical significance to these results (e.g., that the per-
son has a learning disability, depression, or is likely to 
relapse into substance abuse) could constitute signifi-
cant risk and trigger the need for an IDE. This is par-
ticularly true if the research plan includes returning 
these results to the participants or using the results 
in ways that might affect the participants’ health and 
well-being during the research. An example of the lat-
ter would be if investigators use the results to assign 
participants to different arms of a clinical study that 
will compare two different interventions for learning 
disabilities. Also, if the intended use of a device envi-
sions that trained physicians can assess the clinical 
significance of images, research might pose signifi-
cant risk if it allows non-physician investigators (such 
as economists, market researchers, legal scholars, or 
educational researchers) to perform this role. 

The fourth criterion is that a device used in basic 
scientific research can pose significant risk if it “oth-
erwise presents a potential for serious risk to the 
health, safety, or welfare of a subject.”66 This language 
is very broad and seemingly allows IRBs to consider 
non-physical risks, such as the psychosocial harms of 
labeling a child as “small-brained.” As just discussed, 
returning such conclusions to the research partici-
pants, or using the results to stratify them to receive 
different interventions during a clinical study, might 
pose significant risk and require an IDE under Part 
812. 

Obviously, much depends on the diligence of IRBs as 
they review specific research protocols. Part 812 looks 
to IRBs to assess whether proposed research uses of 

portable MRI devices pose significant risk, which can 
exist even in basic scientific studies that rely on devices 
FDA has cleared or approved. For such devices, IRBs 
will need to scrutinize whether the proposed research 
use accords with the intended use, conditions for use, 
and warnings stated in the device’s labeling and must 
carefully assess the specific ways investigators plan to 
use and communicate the device outputs.

D. How Portable MRI Research Disrupts the Existing 
Regulatory Process
Portable MRI is reshaping the landscape of neuro-
imaging research, engaging new and non-traditional 
actors (such as citizen scientists) in research. These 
new actors may not have an IRB (or the means to 
hire an independent IRB) to assist with IDE compli-
ance. Indeed, they may not even know that FDA’s IDE 
regulations exist. If they use portable MRI scanners in 
ways that subject research participants to significant 
risk, FDA has jurisdiction to step in, but how would 
FDA know the research is occurring? What if a citizen 
scientist, after building an open-source MRI scanner, 
fails to follow FDA’s registration and listing regula-
tions, which require medical device manufacturers to 
make themselves known to the agency so it will know 
to inspect and regulate them?67 Existing regulations 
work largely because the regulated entities cooperate 
in making them work. 

Modern innovator nations entered the 21st century 
with legacy regulatory frameworks that were designed 
for 20th century industry structures.68 Those old 
industry structures included a relatively small number 
of large-scale medical product manufacturers, which 
made it feasible and cost-effective for agencies like 
FDA to maintain close regulatory oversight.69 Medical 
product manufacturers were generally compliance-
oriented and willing to do their part to comply with the 
regulations in return for the competitive protections 
that high regulatory barriers to entry provide.70 Thus 
protected from competition, they could achieve the 
scale of operations and the financial capacity to cover 
the costs of generating evidence to support FDA’s pre-
market regulatory review and post-market oversight 
of their products.71 Public funders like the NIH sup-
ported upstream basic scientific research, sited mainly 
at academic institutions, and the funders were able to 
induce voluntary compliance with research ethical 
and privacy norms in return for grants.72 Compliance-
oriented product manufacturers and commercial 
research organizations embraced many of these same 
norms even when law did not require them to do so.73 
In both the public and commercial spheres, compe-
tition for research funding was intense, and rigorous 
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peer review processes deterred the pursuit of dubious 
or low-valued “junk” science. 

A 2017 study by the National Academies of Science, 
Engineering, and Medicine identified trends that are 
disrupting these 20th-century biotechnology industry 
structures.74 Technologies like low-field portable and 
open-source MRI, direct-to-consumer diagnostics, 
and do-it-yourself gene editing are enabling this dis-
ruption. Agencies like FDA now have the unenviable 
task of trying to regulate new technologies using old 
regulatory frameworks designed for industry struc-
tures that the technologies themselves are undermin-
ing. The regulatory challenge is not the new tech-
nologies themselves; products like portable MRI, 
advanced diagnostics, and even gene-editing tools are 

not really all that different from products FDA has 
successfully regulated in the past. Instead, the major 
regulatory stressor comes from the new business mod-
els and industry structures that these new products 
make possible. 

“The very concept of ‘regulation,’ as developed 
and practiced under the web of old statutes [that 
FDA oversight] rests on, fails unless there are suit-
able entities to regulate.”75 In their work on disrup-
tive innovation in health care, Christenson, Gross-
man, and Hwang stress that new technologies merely 
enable disruptive change, but are not alone sufficient 
to bring it about.76 Real change happens only when a 
new technology is combined with innovative business 
models and new value networks.77 The 20th-century 
industry players FDA traditionally regulated are not 
going away, but they will now be competing alongside 
an array of new players with different business models 
(e.g., do-it-yourself brain-hacking clubs where citizen 
scientists scan their own brains using open-source 
scanners) and different funding mechanisms (e.g., 
crowd-funded research and dues-paying neuroscience 
clubs), operating at different sites (e.g., at commu-

nity laboratories or in people’s homes) and in larger 
numbers and at smaller scales than the 20th-century 
medical product manufacturers for which FDA’s regu-
lations were so well suited.

It is not the technologies, but the changes in indus-
try structure they bring, that make regulation difficult. 
Technologies like portable MRI support a “democrati-
zation”78 of biomedical research and manufacturing, 
engaging large numbers of smaller players in activities 
previously centralized in a discrete number of large 
academic medical centers and monolithic industrial 
corporations. The regulatory challenge is similar to 
what Kellen Zale observes in her study of the platform-
based “sharing economy,” where consumers travel in 
cars summoned from ride-hailing services like Uber 

and Lyft and sleep in beds rented from strangers they 
met through Airbnb.79 “[S]cale is a defining feature 
and fundamental challenge of the sharing economy” 
because “when everything is small, the regulatory 
challenge is immense.”80 

Twentieth-century regulations sometimes excluded 
small players from regulation altogether.81 Even reg-
ulators like FDA, which has jurisdiction to regulate 
device manufacturers regardless of their size, often 
used their discretion to avoid regulating small players 
on various theories. These theories include, for exam-
ple, that small-scale activities have only minor impacts 
on interstate commerce, or that it is harsh to subject 
small players to heavy regulatory compliance burdens, 
or that it would cost more than it is worth to scale 
up regulatory agencies to find, inspect, and regulate 
them.82 This last item, regulatory efficiency, is a major 
issue: a plane ticket costs the same, whether FDA is 
flying its inspector to a garage where a citizen scientist 
manufactures one open-source MRI machine, or to 
a large medical device manufacturer producing hun-
dreds of machines. The budget and staffing to regulate 

Agencies like FDA now have the unenviable task of trying to regulate 
new technologies using old regulatory frameworks designed for industry 

structures that the technologies themselves are undermining. The regulatory 
challenge is not the new technologies themselves; products like portable 

MRI, advanced diagnostics, and even gene-editing tools are not really all that 
different from products FDA has successfully regulated in the past.  

Instead, the major regulatory stressor comes from the new business models 
and industry structures that these new products make possible.
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large numbers of small-scale actors can exceed what 
Congress, and the public, are willing to finance. 

FDA’s traditional regulatory tools, such as facility 
inspections, are hard to implement when the manu-
facturing facility is an open-source brain hacker’s 
home. Traditional product developers in effect con-
sent to inspection when they accept an FDA clearance 
or approval to market their products, and their refusal 
to allow inspection is prohibited by federal law.83 But 
if FDA wishes to inspect an open-source portable MRI 
manufacturing operation in a private citizen’s garage, 
the agency first needs to obtain a search warrant.84 

Finally, policymakers are skeptical that coercive, 
top-down regulation is the best way to motivate small-
scale and individual players, who may not be compli-
ance-oriented and usually lack well-staffed regulatory 
compliance departments to interface with regula-
tors.85 Scholars theorize that social norms, commu-
nity-based oversight, and voluntary codes of conduct 
might be more effective at promoting ethical research 
use of portable MRI and other emerging technologies. 

Unfortunately, these latter approaches strike many 
policymakers and members of the public as porous 
and unenforceable. This criticism misses the point. 
It is true that voluntary ethical codes are not legally 
enforceable. Yet mandatory, command-and-control 
regulations are equally unenforceable if our society is 
unwilling to fund and staff agencies like FDA at the 
levels it would take to oversee large numbers of small-
scale players who may be making and using portable 
MRI machines and other “democratizing”86 technolo-
gies like do-it-yourself gene editing tools. Viewed in 
this light, faith in mandatory regulatory frameworks is 
misplaced. Voluntary ethical codes and other soft-law 
measures, such as those Shen et al. have proposed for 
portable MRI,87 might protect research participants 
as well (and perhaps more effectively) than traditional 
regulatory frameworks can do.

II. Do Current Regulations Protect Society’s 
Broader Interest in Ensuring Responsible 
Research Use of Portable MRI Technology? 
Portable MRI scanners vastly expand scientists’ abil-
ity to collect and store data about people’s brains. A 
threshold question is whether amassing such data at 
an increased scale is a good idea: Will doing so serve 
the public good? A troubling aspect of the major U.S. 
federal research regulations is that, even when they 
apply, they focus heavily on the risk research poses to 
participating individuals but deemphasize concerns 
about the public benefits and harms of data collection 
and whether research accords with public expecta-
tions and values. 

Twentieth-century research ethical frameworks 
largely steer clear of the latter questions under a sim-
plifying assumption that research data collection is 
socially and morally acceptable as long as the par-
ticipants consent to it.88 Yet individuals’ autonomous 
choices do not always produce good societal outcomes, 
and even consented data collection can inflict public 
harms. In 21st-century research involving large-scale 
collection and processing of data, there is growing 
unease that informed consent — even when it seems 
morally necessary — may not be morally sufficient to 
prevent public harms. Individuals’ privacy is interde-
pendent.89 Those who consent to share their data for 
research can inflict negative externalities (including 
privacy harms) on non-participants.90 

Bioethicists first recognized this problem in a few, 
seemingly narrow, contexts, such as genetic research 
that reveals information about participants’ non-con-
senting family members.91 Similar concerns arise in 
research with Indigenous peoples, where data from a 
few participating individuals can support inferences 
about other, non-consenting members of small tribal 
communities.92 As data collection grows in scale — and 
as studies become less biased and more generalizable 
(which is good for scientific progress and promotes 
health equity) — privacy interdependencies emerge 
as a broader societal problem potentially threatening 
everyone.93

A. Societal Risks of Portable MRI Research 
In today’s data-intensive research enterprise, privacy 
depends not just on the input data people contribute 
to a study, but on the inferences researchers can draw 
about them using other people’s data.94 Research, as 
a quest for “generalizable knowledge,”95 expands sci-
ence’s capacity to know things about you even when 
you are not there. If people with whom you share 
similarities consent to research, the research reveals 
information about you, and even with the modern 
focus on human diversity and bias, the fact remains 
that humans are one species with more similarities 
than differences. This underlying human similarity 
was apparent when an AI-based breast cancer screen-
ing tool trained on data from predominantly white 
patients at a leading American academic medical cen-
ter proved valid even when tested on diverse global 
patient populations.96 Unfortunately, scientists cannot 
yet predict which human characteristics are reliably 
shared and which ones make us unique and diverse, 
so careful model validation remains essential to detect 
potential bias.

The types of research societies choose to pursue 
— and the types of data collected and the scale of 
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data collection — can affect all members of a society 
whether they consent to the research or not. Twenty-
first-century informational research creates systemic 
risks, creating a need for collective ethical deliberation 
and societal buy-in.97 Widespread collection of brain 
data using portable MRI in a wide array of field set-
tings is an example of this phenomenon. What is miss-
ing — and what is needed — is a “social licence”98 or 
licensing framework able to assess: (1) which research 
uses of portable MRI scanners are likely to benefit the 
public and which offer low benefits to society or raise 
ethical concerns; (2) “[t]he extent to which entities 
(public and private) are constrained to meet societal 
expectations” when pursuing portable MRI research, 
and (3) when research efforts should “avoid activities 
that societies deem unacceptable.”99

B. The History of Social Licensing and Public Benefit 
Analysis in Biomedical Research. 
The notion that biomedical research — and in par-
ticular, the large-scale generation and use of per-
sonal health data in research — should require some 
sort of social license (or licence in British literature) 
emerged among data ethicists in the first decade of the 
21st century100 and attracts a growing following out-
side the United States.101 The basic idea is that there 
needs to be community or even society-wide approval 
for research involving widespread creation or use of 
personal data, in order to ensure that the research is 
“beneficial, ethical, responsible, and sustainable.”102 
The subtext of the social licensing movement is that 
current laws and regulations governing research uses 
of data, which many nations implemented after 1970, 
fall short of this standard: “to date, predominantly 
medical and scientific stakeholders have been in the 
position to determine the ethical boundaries of medi-
cine, care and medical research…while at the same 
time, ‘lay’ and societal stakeholders have largely been 
left out.”103 

Social licensing resonates with a US-based critique 
of the Common Rule and HIPAA Privacy Rule, which 
rely on “top-down, expert- and scholar-led” processes 
for approving which research topics to pursue and for 
deciding the ethical and privacy protections research 
participants will receive.104 Research funders, scien-
tific peer reviewers, regulators, and IRBs make these 
decisions with little public knowledge or input.105 
Informed consent grants people a narrowly limited 
“take-it-or-leave-it right to refuse to let their data be 
used in research if they dislike the research protocol 
or distrust the privacy and ethical protections that 
others have set for them” but they have no real voice 
in shaping the types of data-driven research our soci-

ety pursues or the ethical and privacy protections that 
will apply.106 

All too often, private commercial actors operating 
outside the reach of research regulations make these 
decisions based on commercial considerations: What 
might be profitable rather than what is in the public’s 
interests? Even when the Common Rule and HIPAA 
Privacy Rule apply — for example, in federally funded 
research conducted at HIPAA-covered academic 
institutions — IRB oversight is a scheme of expert-led, 
top-down governance. Efforts to include community 
representatives on IRBs and elicit broader community 
engagement undoubtedly help but are sometimes crit-
icized as tokenism that fails to ensure a representative 
sample of public opinion.107 Moreover, IRBs approv-
ing data uses often include employees of the research 
institution that wishes to conduct the research, mak-
ing them potentially conflicted, and IRBs lack basic 
procedural safeguards and transparency.108 Finally, 
the regulatory criteria IRBs apply when approving 
studies that collect and use personal data lack a public 
benefit requirement of the sort social licensing theo-
rists have described.109

What, exactly, is a public benefit requirement? 
A seminal study by Carter et al. concludes that the 
necessary conditions for social licensing of research 
include: (1) reciprocity, (2) non-exploitation, and (3) 
service of the public good.110 Reciprocity and non-
exploitation address various issues. For example, can 
people who donate their data to research feel confi-
dent that researchers will publish study results rather 
than hoarding discoveries as trade secrets? Does the 
research seek to confer social benefits (if not on the 
current research participants, then at least to simi-
larly situated persons in the future)? Are the research-
ers who use people’s data suitably qualified to produce 
valid scientific results? Will data users reciprocate 
people’s data contributions by avoiding abusive prac-
tices such as re-identifying, re-using data for unap-
proved purposes, and re-sharing (or even selling) 
the data?111 Research participants have been shown 
to “mistrust commercial interests, especially where 
these might be perceived as profiteering or resulting 
in excess profit.”112 

Carter et al.’s public benefit requirement requires 
research uses of people’s health data, particularly if 
done without their well-informed consent, to advance 
the public good — such as advancing scientific under-
standing generally or improving health care at a 
broad, national level (or at least for people similarly 
situated to those whose data are being processed dur-
ing research) — as opposed to serving narrowly pri-
vate or commercial interests.113 This concept is remi-



emerging portable technology for neuroimaging research in new field settings • winter 2024 861

Evans

The Journal of Law, Medicine & Ethics, 52 (2024): 851-867. © The Author(s), 2025. Published by Cambridge University Press 
on behalf of American Society of Law, Medicine & Ethics.

niscent of the “public use” requirement in U.S. takings 
law,114 and as Thomas Merrill points out in his work 
on takings theory, it is sometimes easier to describe 
what is not a “public use” than to describe precisely 
what it is.115

Carter et al. note that “the persistent problem of 
non-publication of study results” is a red flag that data 
are being used to generate intellectual property for 
private commercial gain, rather than to disseminate 
knowledge for public benefit.116 Even before publica-
tion of study results becomes an issue, it is a red flag if 
data users are non-transparent and decline to disclose 
the nature of their studies on public research-tracking 
websites like ClinicalTrials.gov.117 Additional red flags 
arise when people’s health data are used to develop 
new treatments to be offered at whatever-the-market-
will-bear prices that few of the participating data sub-
jects would be able to afford.118 The social licensing 
movement respects that members of the public are a 
reservoir of “I know it when I see it”119 wisdom about 
whether specific data uses are likely to serve the pub-
lic good, yet current research oversight frameworks 
do a poor job of tapping into that reservoir of public 
wisdom.

 
C. Why U.S. Research Regulations Lack a Public 
Benefit Requirement 
In the U.S., public benefit requirements have an 
unfortunate history of being recommended by federal 
advisory bodies but not ultimately incorporated into 
regulations like the Common Rule and HIPAA Privacy 
Rule. The Common Rule does, of course, require IRBs 
to ensure that all regulated research meets the basic 
criterion stated at 45 C.F.R. § 46.111(a)(2), which 
requires that “the risks of research must be reasonable 
in relation to the anticipated benefits of the research — 
if any — to the individual and the importance of the 
knowledge that may reasonably be expected to result 
from the research.”120 Is that not a public benefit 
requirement? The answer is “no,” because of a distinc-
tion highlighted during rulemakings to develop the 
HIPAA Privacy Rule in 2000121 and 2002.122 A brief 
history helps clarify the point at issue. 

Public benefit requirements were first debated in 
the 1970s in connection with regulatory criteria for 
allowing unconsented use of data in research. Up until 
the late 1970s, it had been common in the U.S. and 
elsewhere to use people’s medical records in biomedi-
cal research without individual consent.123 In that era, 
biomedical research was thought to pose minimal pri-
vacy risk because it usually was conducted by health 
care professionals at health care institutions that were 
already subject to strong legal duties of confidential-

ity under general health laws.124 As electronic storage 
and processing of health data entered the picture in 
the 1970s, an early set of Fair Information Practices 
from 1973 first proposed obtaining informed consent 
for research uses of people’s identifiable health data.125 
This proposal influenced policy both in the U.S. and 
internationally but raised concern that the new con-
sent requirements might block socially beneficial 
research or lead to biased study results.126 

Bioethicists explored whether, and under what cir-
cumstances, unconsented data sharing might some-
times be ethically justified.127 For such uses to be per-
missible, the “central ethical issue” is to ensure that the 
potential public benefits of unconsented data uses are 
sufficient to outweigh the individual privacy interests 
at stake.128 Two U.S. federal advisory bodies working 
late in the 1970s determined that unconsented uses of 
data in research should be allowed only if “the impor-
tance of the research or statistical purpose for which 
any use of disclosure is to be made is such as to war-
rant the risk to the individual from additional expo-
sure of the record or information contained therein,” 
and if an IRB determines that this condition is met.129 
That was, in effect, a public benefit requirement for 
using data in research when well-informed consent is 
not possible. 

Unfortunately, this public benefit requirement was 
never incorporated in the criteria for IRB/Privacy 
Board approval of unconsented data uses under the 
waiver provisions of the Common Rule and HIPAA 
Privacy Rule.130 The long history of how this hap-
pened is outlined elsewhere.131 Of concern here is that 
the U.S. Department of Health and Human Services 
(HHS) did propose to include the advisory bodies’ rec-
ommended public benefit requirement in the HIPAA 
Privacy Rule’s waiver provision132 but received “a large 
number”133 of negative public comments. Many of 
these came from IRBs, warning that they felt unquali-
fied to balance the public and private interests at stake 
and to make consistent value judgments about which 
lines of research are important to society.134 

In response, HHS revised the public benefit require-
ment in 2000, making it identical to the basic criterion 
IRBs already apply under 45 C.F.R. 46.111(a)(2). This 
was problematic, however, because the criterion in 45 
C.F.R. 46.111(a)(2) is a minimal threshold intended to 
screen out research that is so lacking in scientific merit 
that it would be unethical to proceed with the research 
even if people consent to it.135 Having IRBs use this 
criterion to approve waivers for unconsented data uses 
made no sense: it implied that in any research where 
consent can ethically be allowed, it can also be waived. 
To correct this conceptual error, HHS deleted the con-
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troversial public benefit requirement from HIPAA’s 
waiver provision in 2002.136 

D. Who Should Decide Whether Research Offers Public 
Benefits? 
The Common Rule and HIPAA Privacy Rule, even 
when they apply to portable MRI research activities, 
require no public benefit analysis of the sort social 
licensing advocates call for.137 The fact that IRBs feel 
unqualified to apply a public benefit requirement138 
poses a genuine problem: if IRBs will not do it, federal 
agencies cannot do it. Having state actors suppress 
portable MRI research that they consider misguided, 
ethically questionable, or of low scientific value would 
raise serious First Amendment concerns. 

Proponents of expansive governmental regulation 
to address the perceived dangers of research some-
times gloss over how tricky it is to steer the direction 
of research without violating the freedom of scientific 
inquiry. This freedom is essential to the advancement 
of science, which moves forward in fits and starts 
as old theories fail to explain observed phenomena 
and are replaced by new explanatory paradigms.139 
“[S]cientific knowledge is often evaluated based 
on probabilistic theories, not on a bright line around 
‘truth.’”140 Research that appears misguided or scien-
tifically dubious today may produce tomorrow’s con-
sensus truth. 

Apart from its instrumental value to the advance-
ment of science, the freedom of scientific inquiry 
enjoys potential First Amendment protections, which 
constrain governmental power to dictate the topics 
researchers can and cannot study. While “there is no 
specifically enumerated right to research in the U.S. 
Constitution, certain commentators argue that sup-
port for such a right could be derived from the Four-
teenth Amendment right to personal liberty and the 
First Amendment right to free speech.”141 Research 
produces findings that serve as inputs to speech, and 
thus “the First Amendment must also be concerned 
with the production of ideas and information.”142 

Modern First Amendment doctrine emerged fairly 
recently (in the 1920s and 30s) after Justice Holmes’ 
1919 Abrams dissent143 and a series of 1920–27 dissents 
and concurring opinions144 from Justice Brandeis.145 
Observers of U.S. research policy sometimes forget 
how profoundly its emergence shaped 20th-century 
research oversight in the United States. In the 1940s, 
President Roosevelt’s vision of extending wartime 
research funding into a post-war program of public 
support for scientific research gave birth to today’s 
National Institutes of Health (NIH) and National 
Science Foundation (NSF) but raised concerns that 

the government’s power of the purse might unduly 
interfere with freedom of scientific inquiry.146 To allay 
these concerns, the NIH adopted the use of “study sec-
tions”147 (peer-review groups of private biomedical sci-
entists), rather than government officials, to prioritize 
research proposals for federal funding.148 

Later, concerns about scientific freedom shaped the 
decision to involve private IRBs in federal research 
oversight.149 In the 1970s, Congress empowered the 
National Commission for the Protection of Human 
Subjects of Biomedical and Behavioral Research to 
design the Common Rule.150 This Commission con-
cluded that “if a case arose,” the freedom of scientific 
inquiry would likely receive First Amendment pro-
tection.151 The Commission felt, however, that private 
research institutions “may empower the IRB to apply 
both content and manner restrictions” on their per-
sonnel as conditions of employment and for receipt of 
research funds, “whether or not such a system would 
be constitutional if directly imposed by the state on 
nonfunded research.”152 

The role of IRBs in U.S. research regulation was, 
at its inception, a First Amendment work-around: a 
strategy of relying on private actors to regulate the 
content and manner of research in ways that federal 
agencies, facing constitutional constraints, seemingly 
could not do. If IRBs feel unqualified, and if regulatory 
agencies are constitutionally unable to impose public 
benefit requirements on portable MRI research, then 
who is left to do so? What remains are various “private 
ordering” solutions that mobilize private actors to set 
boundaries for permissible use of portable MRI scan-
ners in field research.153 

These solutions could include, for example, a vol-
untary Code of Conduct developed by neuroscientists 
and ethicists, coupled with agreements by scholarly 
journals not to publish results of studies that vio-
late the Code, or using the power of the press (or of 
social media) to cast light on abusive or question-
able research practices and mobilize the public “can-
cellation” of those who engage in dubious research 
practices. 

Unfortunately, such solutions often replicate the 
same top-down, expert- and scholar-led decision 
structures seen in governmental regulatory schemes. 
It often proves easier to convene a panel of eminent 
neuroscientists and ethics experts to draft a Code of 
Conduct than to survey a representative sample of a 
fractious public and build consensus on the privacy 
and ethical protections people really want. Social 
licensing implies doing the messy work of tapping 
into the vast reservoir of public wisdom about which 
uses of portable MRI technology offer public benefits 
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and which should be avoided. Creating appropriate 
institutions for this sort of public oversight is still in 
its early phases. 

Community engagement efforts mark a step in the 
right direction. However, as currently implemented, 
these efforts sometimes engage only small, non-rep-
resentative samples of affected communities and may 
fail to engage people on matters of greatest concern 
to them. Windsor et al. note that community-engaged 
research (CEnR) “has experienced substantial growth 
in the United States in recent decades, particularly in 
the public health arena”154 but cited examples in which 
community engagement addressed relatively minor 
side issues, such as the format of informed consent 
documents. One of the reported CEnR efforts “short-

ened informed consent forms by one page by incorpo-
rating feedback from community focus groups” while 
another led to “supplemental videos explaining the 
study” and “bullet points summarizing study risks and 
activities in clear language.”155 Windsor et al. gave no 
examples of CEnR efforts which engaged communi-
ties on major substantive issues such as, “What types 
of research does the community regard as socially 
beneficial, and what privacy protections would they 
like to receive?” 

These substantive decisions, all too often, continue 
being made by investigators, research institutions, 
funders, ethicists, and IRBs — in other words, through 
top-down, expert-led decision processes. Communi-
ties are engaged on minor points of style and format 
such as, “Would you rather find out what the experts 
already decided by reading a consent form or by 
watching a video?” Carter et al. caution against these 
“narrowly focused public relations exercises that seek 
to ‘capture’ the public, that is, to persuade the public of 
the legitimacy of decisions already taken by experts.”156 

Social licensing, in contrast, requires reciprocal 
communications that grant the public a meaning-
ful voice while decisions are still being made about 
appropriate data uses and privacy policies. Work is 
now just getting underway to harness digital delibera-
tion tools to enable bioethicists to “hear directly and 

at scale from the public they are trying to protect.”157 
These tools already are in wide use by governments 
and non-profit institutions around the world to engage 
large swathes of the public in policymaking.158 Digital 
democracy tools, such as the open-source Polis tool, 
incorporate advanced algorithms “for gathering, ana-
lyzing, and understanding what large groups of people 
think in their own words, enabled by advanced statis-
tics and machine learning” to help identify points of 
emerging consensus and guide deliberations in direc-
tions that amplify it.159 

These tools have been in use for over a decade in 
governmental policy-making efforts.160 Unfortunately, 
bioethicists and IRBs continue clinging to top-down, 
expert-led decision processes and small, nonrepresen-

tative focus groups. It is time for ethicists to embrace 
already-available digital technologies to engage 
affected communities in reciprocal dialogues — in real 
time and at scale — to guide research policies for emerg-
ing technologies like portable MRI.161 Only by giving 
the public a meaningful voice in policy-setting can 
ethicists and research participants “co-creat[e] what is 
considered trustworthy” and achieve social license.162 

Conclusion
Field research with portable MRI has the potential 
to fall into gaps in major U.S. regulations such as 
the Common Rule and HIPAA Privacy Rule, leaving 
research participants with inadequate ethical and pri-
vacy protections. FDA’s Part 812 IDE requirements 
cover some (but not all) basic scientific research using 
portable MRI. This fact, and the at-times-cumber-
some IRB review process to decide whether an IDE 
is required, may help deter inappropriate uses of por-
table MRI in nonmedical research. 

In theory, medical laypeople like lawyers, market 
researchers, philosophers, and sociologists could use 
FDA-cleared devices off-label for a wide variety of 
research projects, but in many instances, they would 
first need to obtain an IDE. Preparing an IDE applica-
tion can entail thousands of pages of documentation 
and delay research by many months, which could dis-

Unfortunately, bioethicists and IRBs continue clinging to top-down, expert-
led decision processes and small, nonrepresentative focus groups. It is time 

for ethicists to embrace already-available digital technologies to engage 
affected communities in reciprocal dialogues — in real time and at scale —  

to guide research policies for emerging technologies like portable MRI.
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courage ethically questionable uses of portable MRI 
scanners for low-valued scientific endeavors. However, 
portable MRI invites research activities by a diverse 
array of new actors, many operating at small scales 
or using novel business models that thwart effective 
regulatory enforcement, even when agencies like FDA 
have jurisdiction to regulate. Because of this enforce-
ment challenge, voluntary codes of conduct and other 
soft-law approaches, including ideas Shen et al. pro-
posed elsewhere in this issue, may prove as effective 
as mandatory regulatory approaches in this research 
environment. 

Even when they apply, existing research regulations 
were never designed to protect society’s broader inter-
est in ensuring that portable MRI research will benefit 
the public and accord with public values and expecta-
tions. The absence of public benefit requirements in 
U.S. research regulations reflects an implicit assump-
tion that may have been true in the last century when 
regulations like the Common Rule, HIPAA Privacy 
Rule, and FDA IDE regulations were conceived, but 
which is no longer valid today. Specifically, policymak-
ers assumed that research uses of highly personal data 
posed no privacy or psychosocial risks to individuals 
unless their personal data were used as inputs to the 
research. As long as individuals had a right of consent 
that let them opt out of research, their rights would 
not be affected, or so the reasoning went. Thus, IRBs 
had no need to balance the public benefits of research 
against the risks it might pose to non-consenting indi-
viduals, and consenting individuals could appraise the 
merits of the research for themselves. 

This assumption no longer holds true in a modern 
research enterprise capable of generating and process-
ing large volumes of personal information to produce 
generalizable insights that can undermine the rights 
of, or stigmatize, non-participating individuals, whole 
communities, or even society at large. The potential 
for field-based portable MRI research to produce 
ethically questionable, scientifically dubious findings 
that stigmatize individuals (or whole population sub-
groups) is just one small edge case in a larger research 
ethical problem. Twentieth-century, autonomy-based 
research ethical frameworks from the past are not 
up to the challenge of aligning today’s data-intensive 
research activities with the interests, expectations, and 
aspirations of affected communities, which include all 
of us. 

Social licensing frameworks are attractive but 
remain in the early conceptual phase. Implementing 
them is the unaddressed challenge of our time. The 
advent of field research with portable MRI offers 
a timely opportunity to engage the public, actively 

and at scale, in co-creating research policies to pro-
mote responsible, ethical use of this promising new 
technology.
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