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Introduction
The Common Rule (45 CFR 46, subpart A) is a set 
of regulations for protecting human participants in 
research funded by the Department of Health and 
Human Services (DHHS), which has been adopted in 
part by 17 federal agencies.1 It includes four different 
subparts: Subpart A (general protections for human 
research participants), Subpart B (additional protec-
tions for pregnant women, fetuses, and neonates), 
Subpart C (additional protections for prisoners), and 
Subpart D (additional protections for children). The 
Common Rule has not been significantly revised since 
1981 although some significant changes may be forth-
coming.2 The Food and Drug Administration (FDA) 
has adopted its own regulations for the protection of 
human participants, which are similar to the Com-
mon Rule in many key areas, such as the structure 
and function of the Institutional Review Board (IRB), 
and the criteria for approving research.3 Most institu-
tions in the U.S. that sponsor or support research with 
human participants have entered into an agreement 
(known as a Federalwide Assurance, Multiple Project 
Assurance, or Single Project Assurance with the Office 
of Human Research Protections [OHRP]), in which 
they affirm their intention to abide by the require-
ments of the Common Rule. Many institutions apply 
the Common Rule to all types of research with human 
participants, not just to studies sponsored by agencies 
that follow the Common Rule. 

The Common Rule’s main focus is on the protec-
tion of the individual research participant (or human 
subject). Other than the requirements in Subpart B, it 
does not include any rules or procedures that protect 
people or organizations beyond the research partici-
pant. The criteria for IRB approval of a research proj-
ect only require that risks to the subject be minimized 
but do not mention the minimization of other types of 
risks, such as risks to investigators, identifiable third 
parties, or communities.4 The criteria also require that 
risks to the subject be reasonable in relation to the 
benefits to the subject or the value of the knowledge 
gained, and they instruct the IRB not to consider the 
long-range effects of applying knowledge gained in 
research.5 The informed consent requirements focus 
on obtaining consent from the participant (or his or 
her representative) and do not mention communities, 
organizations, or third parties.6 The provision related 
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to the protection of confidentiality and privacy is also 
aimed at the human participant.7 

Nanomedicine research raises ethical and legal 
issues that extend beyond the scope of the Common 
Rule, such as risks to investigators and research staff, 
nanotechnology workers, family members of partici-
pants, the environment and society. Most of these risks 
arise as a result of possible exposure to nanomaterials 
used in clinical research and raise difficult questions 
for investigators, institutions, and IRBs. Since other 
types of clinical research also involve risks to people 
other than the human participants, these questions are 
not entirely novel. However, they have a new meaning 

and urgency in the context of nanomedicine since this 
field is moving forward rapidly and has wide-rang-
ing social, public health, and environmental impacts 
that are not yet well-understood at this point. Gene 
therapy research also involves novel genetic modifica-
tion technologies that are rapidly advancing and have 
wide-ranging effects. However, investigators and poli-
cymakers have been dealing with the risks of genetic 
modification since the early 1970s, and many of these 
risks are currently addressed by existing oversight 
mechanisms, such as National Institutes of Health’s 
Recombinant DNA Advisory Committee (RAC) and 
Institutional Biosafety Committees (IBCs).8 Since it 
is not clear whether existing policies and oversight 
mechanisms can deal with the wide-ranging effects 
of nanomedicine research, it is important to consider 
the risks beyond those that impact the research par-
ticipant to determine whether additional oversight is 
needed. 

Overview of the Risks of Nanomedicine 
Research
Nanotechnology involves the manipulation of matter 
in the range of 1-100 nanometers (nm, or one billionth 
of a meter).9 For comparison, DNA is 1-2 nm across, 
a virus is 3-50 nm, and a red blood cell is 300 nm. 
Some types of nanoparticles occur naturally as vol-
canic ash, smoke, or viruses. Others, such as manu-
factured nanoparticles, have been developed for spe-
cific purposes related to industry, scientific research, 
or medicine. Nanoparticles have properties different 

from particles of the same material at a larger scale. 
For example, nanomaterials are often more chemi-
cally and biologically reactive than larger materials 
because they have a higher surface area-volume ratio, 
and many chemical and biological interactions occur 
on the surface. Also, important physical properties, 
such as melting point, electrical conductivity, and 
color, can vary with the size and shape of a nanopar-
ticle. Nanoparticles can have unique properties with a 
variety of commercial and other applications.10  

In the next 10-15 years, nanomedicine — the appli-
cation of nanotechnology to medicine — will signifi-
cantly impact the diagnosis, prevention, and treat-

ment of disease. So far, some of 
the most promising nanotechnol-
ogy applications involve improv-
ing the effectiveness of drug deliv-
ery to target cells or tissues and 
testing for different compounds 
in blood or urine, but more 
applications will be forthcom-
ing. Nanotechnology components 
may soon play a key role in many 

drugs, biologics, diagnostics, and medical devices. In 
the future, it may be possible to use nanomachines to 
locate and destroy diseased or cancerous cells in the 
body, or to repair damaged tissue.11

The risks of clinical trials involving current nano-
medicine products are similar to the risks of clinical 
trials involving conventional medicine. The most sig-
nificant risks currently dealt with involve exposing 
human participants to nanomaterials under investiga-
tion. Though prior animal studies can help research-
ers understand the potential hazards of exposing 
human participants to nanomaterials, there are always 
unknown risks and unexpected outcomes when a drug 
or other product is first tested in a human being, espe-
cially if animal models are not established for par-
ticular effects, such as immune responses.12 However, 
since the Common Rule and the FDA regulations pro-
vide adequate protections for human participants in 
clinical trials involving nanomedicine according to 
many commentators, the application of these regula-
tions to nanomedicine research will not be reviewed 
in this article.

The main concern of the present inquiry is to 
consider the risks to people other than human par-
ticipants who may be exposed to nanomaterials as a 
result of nanomedicine research. Potentially affected 
individuals include:

•  Workers involved in the manufacture of nano-
materials used in pre-clinical and clinical 
research.

The main concern of the present inquiry is to 
consider the risks to people other than human 
participants who may be exposed to nanomaterials 
as a result of nanomedicine research.
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•  Investigators and research staff who work with 
nanomaterials in the laboratory or administer 
nanomaterials to human participants in a clini-
cal or home setting.

•  Family members or friends of research par-
ticipants who may come into contact with 
nanomaterials.

•  People who are exposed to nanomaterials that 
enter the environment during the manufactur-
ing processes, as a result of disposal of unused 
products, or during excretion or elimination of 
nanomaterials administered to human research 
participants.

Animals and plants both may be exposed to nanoma-
terials that enter the environment, but these risks will 
not be directly addressed here. 

It is exceedingly difficult to assess the risks to human 
beings associated with potential exposures to nano-
materials at this point in time due to lack of evidence 
from laboratory, clinical, environmental, and epidemi-
ological studies of nanotechnology. Though toxicolo-
gists and other scientists have begun to investigate the 
effects of nanomaterials on animals, human beings, 
and other species, a great deal remains unknown.13 
Numerous studies are underway, but because nano-
technology is a young science, many more need to be 
conducted before we have a good understanding of the 
risks of nanomaterials. 

The tremendous variation in the properties of nano-
materials also confounds risk assessment. Nanomate-
rials do not constitute a single chemical class, but are 
composed of many different elements or compounds.14 
The only common characteristics that these materials 
share are their size range. The evidence obtained so 
far indicates that different nanomaterials have distinct 
environmental and health effects.15 Some nanomateri-
als are relatively benign, while others are potentially 
hazardous. Some degrade easily in biological systems 
or the environment, while others may persist. Some 
can accumulate in tissues, while others do not.16 Some 
can cross cellular membranes or the blood-brain bar-
rier; some may enter the bloodstream via inhalation 
or dermal contact; some may cause genetic damage; 
some may be carcinogenic; some induce immune 
responses; some may damage the lungs, liver, or other 
organs; and some may be toxic at low doses.17  

Precaution Concerning Nanomaterials
Because there is so much uncertainty surrounding the 
risks of nanomaterials, some have argued that tradi-
tional risk management approaches do not apply to 
nanotechnology and that a precautionary approach is 
warranted.18 One key difference between traditional 

risk management and a precautionary approach is 
that, under the traditional approach, the probabilities 
of different outcomes can be estimated scientifically, 
and steps can be taken to minimize risks and maxi-
mize benefits based on those probabilities. For exam-
ple, when deciding whether to approve a new drug 
for marketing, the FDA estimates the overall benefits 
and risks of the drug based on evidence from animal 
studies and clinical trials. The agency can then decide 
whether the drug should be marketed and under what 
conditions (e.g., available by prescription only, not for 
use in pregnancy, etc.). A precautionary approach may 
be warranted when there is insufficient evidence con-
cerning a new technology to obtain a scientific esti-
mate of the probabilities of beneficial and harmful 
outcomes.19 

Under a precautionary approach to a new technol-
ogy, society should take reasonable measures to avoid, 
prevent, minimize, or mitigate harms that are plau-
sible and serious.20 A measure is reasonable insofar as 
it provides a fair balancing of the different values at 
stake, such as promotion of public health, protection 
of the environment, and impacts on economic devel-
opment. In general, the degree of precaution required 
depends on the nature of the risks, our ability to man-
age those risks, and the potential loss of benefits that 
would result by taking proposed precautions. Highly 
restrictive precautions, such as banning a technology, 
may be justified when the risks are catastrophic, the 
loss of benefits is acceptable, and there are no other 
effective means for managing the risk. In other situ-
ations, regulation and oversight of a new technology, 
rather than a ban, may be the most prudent course of 
action.21

What would it mean to take a precautionary 
approach with regard to nanomaterials? At a mini-
mum, reasonable precautionary measures would 
include identifying the hazards and conducting 
extensive research to develop a better understand-
ing of those risks. Reasonable precautions would also 
involve the institution of safety measures to protect 
people from exposure until the risks of nanomaterials 
are better understood.22 For example, factory work-
ers involved in the manufacture of nanomaterials and 
investigators handling nanomaterials in the labora-
tory should be educated about potential risks and 
provided with protective clothing (such as gloves) and 
equipment (such as negative air pressure ventilation) 
to minimize exposure as a result of inhaling, ingesting, 
or touching nanomaterials.23 Factories and laborato-
ries should also be designed to contain nanomateri-
als to protect workers and the environment. The use 
of automation and robotics can also minimize human 
exposure. Nanomaterials should be disposed of prop-
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erly to prevent environmental contamination.24 Moni-
toring of exposure would also be important to provide 
useful data for risk management. 

The Role of Institutions and Investigators in 
Minimizing the Risks of Nanomaterials
Should researchers and institutions involved in nano-
medicine research address risks other than those to 
human participants? Before answering this ques-
tion, it is important to note that many industrialized 
nations in Europe and North America already have 
regulatory mechanisms in place to manage the risks of 
nanomaterials to workers and the environment. In the 

U.S., the Occupational Safety and Health Administra-
tion (OSHA), a federal agency under Department of 
Labor, establishes and enforces standards for occupa-
tional health and safety.25 OSHA has the authority to 
regulate many different hazardous chemicals present 
in the work environment, including nanomaterials.26 
The National Institute for Occupational Safety and 
Health (NIOSH) conducts research on workplace risks 
and makes recommendations for safety standards and 
training. NIOSH has been a leader in nanotechnology 
safety.27 States also have their own agencies to protect 
workers from general occupational risks. Federal and 
state occupational safety and health regulations apply 
to workers who may be exposed to nanomaterials in 
factories, university laboratories, clinical research 
sites, or other settings. 

The Environmental Protection Agency (EPA) has 
the authority to regulate nanomaterials classified as 
chemical substances under the Toxic Substance Con-
trol Act (TSCA) or pesticides under the Federal Insec-
ticide, Fungicide, and Rodenticide Act (FIFRA), and 
is developing a comprehensive approach to protect 
human health and the environment from nanoma-
terials.28 It is important to note, however, that under 
TSCA, an industrial chemical is regarded as safe until 
evidence emerges that it is potentially dangerous. 

Regulatory safety measures are implemented only 
after a chemical is found to be potentially hazardous.29 
Some states also have their own laws concerning toxic 
chemicals. The EPA sponsors research on chemical 
safety and reviews data from other sources, such as 
academia and private industry. Some commentators 
have argued that TSCA needs to be strengthened to 
deal with the risks of nanomaterials, but a thorough 
evaluation of nanotechnology regulation is beyond the 
scope of this article.30  

Clearly, investigators working with nanomaterials 
and institutional officials in charge of occupational 
safety and health should be concerned about risks to 

laboratory technicians and other research staff who 
may be exposed to nanomaterials as a result of their 
involvement in research with human participants. 
They should not only comply with occupational safety 
and health laws but also promote a culture of safety 
in the work environment. They should assume that 
nanomaterials are potentially toxic, unless they have 
decisive evidence otherwise. Investigators and insti-
tutional officials should implement appropriate pre-
cautionary measures, such as containment, protective 
clothing and equipment, proper disposal, exposure 
monitoring, and education and training of staff. IBCs 
can help protect research staff from exposure to nano-
technology products involving potentially hazard-
ous biological materials, such as recombinant DNA, 
pathogens or toxins.31 Although IBCs were charged 
originally with overseeing recombinant DNA research, 
many have expanded their mission to include oversee-
ing various types of biologically hazardous research. 
Other committees in charge of safety at universities, 
such as laboratory safety committees, can also help 
protect staff from nanotechnology hazards. 

What about risks to workers who are involved in 
manufacturing nanomaterials in factories? Should 
investigators or research institutions be concerned 
about this risk? One might argue that this concern 

Clearly, investigators working with nanomaterials and institutional officials 
in charge of occupational safety and health should be concerned about 

risks to laboratory technicians and other research staff who may be exposed 
to nanomaterials as a result of their involvement in research with human 

participants. They should not only comply with occupational safety  
and health laws but also promote a culture of safety in the work environment. 

They should assume that nanomaterials are potentially toxic, unless  
they have decisive evidence otherwise.
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falls outside of the scope of their responsibility (and 
authority) and is a matter for factory managers, 
OSHA, EPA, and state agencies to handle. Investi-
gators and institutional officials should focus on the 
risks of nanomaterials related to their use of these 
substances; they cannot be held accountable for what 
happens to these materials before they receive them. If 
they become aware of occupational safety and health 
problems at a factory that provides them with nano-
materials, then they can notify the appropriate offi-
cials or agencies. But, for the most part, they should 
concentrate on the health and safety concerns that fall 
within their domain of influence. 

IRB Responsibilities
As mentioned earlier, the IRB’s main charge is to pro-
tect the rights and welfare of human research partici-
pants. IRBs can fulfill this responsibility by carefully 
reviewing research documents, such as protocols and 
consent forms, and ensuring that the risks to human 
participants are minimized and are reasonable in rela-
tion to the benefits to the participants or society. IRBs 
can also audit research and ensure that adverse events 
and other problems are reported to the appropriate 
agencies in a timely fashion. 

How should the IRB respond to risks other than 
those to research participants? A strong case can be 
made that the IRB should not spend a great deal of 
time dealing with risks to research staff, investigators, 
or the environment since these concerns lie beyond its 
purview as set forth in the federal regulations. Focus-
ing on risks other than those that affect research par-
ticipants would be a distraction that takes away valu-
able time and effort from the protection of human 
research participants and a form of “mission creep.”32 
Moreover, the IRB will often lack the expertise and 
authority to assess some of these risks, such as occu-
pational and environmental hazards, as members are 
usually not experts in occupational safety or environ-
mental health. 

Even though the IRB should not devote consider-
able time and effort to the assessment of risks other 
than those that affect research participants, it should 
still deal with these risks in an appropriate fashion. If 

the IRB ignores these risks completely, then it is con-
ceivable that no other institutional body will address 
them, and they will fall through the cracks. It will 
often be the case that the appropriate IRB response 
will be to identify risks that need to be addressed by 
another body when it reviews a nanomedicine proto-
col. For example, if the IRB has concerns about the 
safety of research staff or investigators, it can refer the 
protocol to a laboratory safety committee or occupa-
tional health committee for review; if it has concerns 
about hazardous biological materials, it can refer the 
protocol to the IBC. Ideally, the IRB will have enough 
expertise to know which risk issues related to nano-

medicine need to be reviewed by another qualified 
group. The IRB should postpone approval of the pro-
tocol if it is not satisfied that appropriate review (and 
approval) by other groups at the institution has taken 
place. Delegation of responsibility for risk review 
related to human participant research already occurs 
in many institutions. For example, cancer studies 
involving ionizing radiation are usually referred to a 
radiation safety committee for prior review before the 
IRB makes its determination. Likewise, gene therapy 
research may be reviewed by an IBC before the IRB 
gives its approval. 

Some of the risks related to nanomedicine clini-
cal trials the IRB may deal with itself, rather than 
deferring to another body. It is conceivable that some 
research protocols involving nanomedicine may 
involve risks to identifiable third parties, such as fam-
ily members or friends who come into contact with 
nanomedicine research participants. For example, 
suppose that a research protocol requires participants 
to dermally administer a nanomedicine product at 
home. Children in the home could come into contact 
with this product if it sheds, which could pose a risk 
to their health. Participants also might not dispose of 
the product properly, which could pose a risk to people 
in the home or contaminate the environment. Expo-
sure could also occur when nanomedicine products 
are excreted (e.g., urine, breast milk). Commonsense 
suggests that the IRB should assess these risks, and 
should make sure that the protocol has appropriate 

Some of the risks related to nanomedicine clinical trials the IRB may  
deal with itself, rather than deferring to another body. It is conceivable  
that some research protocols involving nanomedicine may involve risks 

 to identifiable third parties, such as family members or friends who  
come into contact with nanomedicine research participants. 
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procedures in place to minimize these types of expo-
sures. The IRB could ensure that the protocol includes 
procedures for instructing participants on how to 
minimize identifiable third party exposures and for 
disposal of products containing nanomaterials. Risk 
management should focus on identifiable third par-
ties, because risk management would be unduly 
burdensome and impractical if it included potential 
harms to all third parties who might be impacted by 
the research.

While it seems reasonable to suppose that the IRB 
should address risks to identifiable third parties in 
research, does this obligation have a sound ethical 
and legal basis? As noted above, the Common Rule 
does not address risks to third parties, except risks 
to fetuses. Although third-party risks arise in many 
types of biomedical research, one could argue that 
investigators working with nanotechnology should 
pay special attention to third-party risks, due to the 
uncertainties inherent in this rapidly advancing field 
and the potential for harm beyond the research par-
ticipant. One could argue that IRBs have an ethical 
obligation to manage risks to third parties, based on 
the general duty of beneficence.33 Beneficence is one 
of the three ethical principles of research with human 
participants discussed in the Belmont Report, a highly 
influential document that provided a conceptual foun-
dation for a major revision of the U.S. federal research 
regulations in 1981.34 Many institutions that follow the 
Common Rule also have made a commitment to apply 
the Belmont Report’s principles to human participant 
research. Ethical theories, ranging from utilitarianism 
to Kantianism, as well as professional codes, such as 
the Hippocratic Oath, also support duties of benefi-
cence.35 The principle of beneficence holds that we 
have a duty to promote good consequences and pre-
vent or avoid bad ones. Since exposing third parties in 
research to nanomaterials has the potential to cause 
harm, IRBs have an obligation to ensure that inves-
tigators take steps to avoid this outcome. Beneficence 
implies that investigators and IRBs should be con-
cerned about risks to family members and other third 
parties who may be exposed to nanomaterials used 
in medical research. If the IRB lacks the expertise to 
assess risks to identifiable third parties, it can consult 
with outside experts. 

Negligence law may also support obligations to pro-
tect identifiable third parties from harm. The elements 
that a plaintiff in a negligence lawsuit must prove are 
the following: (a) harm, (b) causation, (c) duty, (d) 
standard of care, and (e) breach of the standard of 
care.36 Investigators, institutions, or IRB members 
could be found liable for negligence if an identifiable 
third party is harmed as a result of their conduct, if 

they have a duty to avoid harming that third party, and 
if they fail to adhere to the standard of care for pro-
tecting that third party from harm.37 

One of the key issues for the injured plaintiff 
would be proving that investigators, institutions, or 
IRBs have duties to third parties. Though the federal 
research regulations do not establish duties to third 
parties (with the exception of fetuses), a court might 
hold that investigators have duties to identifiable third 
parties if it finds that the harms that occurred to the 
plaintiffs were reasonably foreseeable. Under neg-
ligence law, there is a duty to avoid causing reason-
ably foreseeable harm to others who are in the zone of 
danger.38 For example, if a child becomes ill as a result 
of exposure to nanomedicine products applied in the 
home, a court might find that the investigator had a 
duty to protect the child from harm because the harm 
to the child was reasonably foreseeable and the child 
was in the zone of danger created by the investigator.  

Another key issue for the plaintiff would be estab-
lishing the standard of care: what would a reasonable 
person do to protect an identifiable third party from 
harm?39 One could argue that a reasonable investiga-
tor would take some minimal steps to protect family 
members or friends from harm related to nanomedi-
cine research, such as informing the research partici-
pants about potential hazards to their family mem-
bers or friends, and how to minimize these risks. A 
reasonable IRB would address risks to third parties 
when reviewing a protocol. Since there have been no 
published cases related biomedical research involving 
harms to third parties, it is not known how a court 
would rule on legal issues (such as duty or standard 
of care) or how a jury would react. However, it makes 
sense to assume that IRBs, investigators, or institu-
tions could be held liable, since there is a theoretical 
basis for a negligence lawsuit. 

Some might object that requiring IRBs to address 
these third-party risks would take away valuable time 
and energy from the protection of research partici-
pants. In response to this objection, I agree that IRBs 
should focus on their main mission, but addressing 
risks to identifiable third parties will not be a major 
distraction. IRBs can protect third parties by carefully 
reviewing the protocol to determine whether third 
parties may be exposed to nanomedicine products 
during the study. If there is a significant probability 
of third-party exposure, then the IRB can stipulate 
that the investigator take steps to minimize the risk 
of exposure. In most cases, this can be achieved by 
instructing participants on risks to third parties and 
the use of proper precautions when using or disposing 
of products. Thus, it will not take a great deal of time 
or effort for an IRB to take steps to ensure that inves-
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tigators protect third parties. Moreover, investigators 
may fail to adequately address these risks without 
queries or guidance from the IRB.   

Long-Term Risks of the Development of 
Nanotechnology
Many commentators have been concerned about the 
long-terms risks of nanotechnology for public health, 
society, and the environment. Some have speculated 
that nanomaterials released into the environment 
could cause disastrous effects on human beings or 
other species.40 Others have been concerned that nan-
otechnology could be used to enhance human traits 
beyond natural boundaries or to threaten privacy.41 
Some have worried that nanotechnology will exacer-
bate socioeconomic inequalities because poor people 
would have limited access to nanotechnology.42 In his 
popular science fiction book Prey, Michael Crichton 
envisions a future in which swarms of nano-robots 
wreak havoc on human society and the environment.43

How should the IRB, investigators, and institu-
tions respond to these long-term risks? As noted ear-
lier, the Common Rule instructs IRBs not to consider 
the long-term effects of the applications of research. 
One could argue that limiting the IRB’s authority in 
this way is appropriate, because examining the long-
term risks of nanomedicine research would divert the 
IRB’s attention from focusing on immediate risks to 
research participants and would entangle the commit-
tee in controversial and complex social and political 
issues that are not easily resolvable at the level of an 
institutional body.44 A similar argument could also 
be extended to investigators and research institu-
tions because dealing with the long-term implications 
of nanomedicine research would distract them from 
their main missions. This is not to say, however, that 
these issues should be ignored. One might argue that 
these issues should be addressed by legislative bodies, 
special committees established by government agen-
cies, or professional associations.45 For example, vari-
ous presidential commissions, such as the National 
Bioethics Advisory Commission (formed by President 
Bill Clinton), the President’s Council on Bioethics 
(formed by President George W. Bush), and the Presi-
dential Commission for the Study of Bioethical Issues 
(formed by President Barack Obama) have addressed 
the long-term implications of biomedical research.46 
The Helsinki Declaration mentions that appropriate 
caution should be taken when conducting medical 
research that may harm the environment.47

Conclusion
Nanomedicine research raises ethical concerns beyond 
those covered by the Common Rule. Many of the risks 

of nanomedicine are already addressed by Occupa-
tional Safety and Health and Environmental laws. 
Investigators and research institutions should comply 
with these laws in protecting research staff and the 
environment from harm. Though the IRB should con-
centrate on risks to human research participants, it 
should also consider risks to family members or other 
third parties who may be exposed to nanomedicine 
products administered to participants. Investigators 
should also address risks to identifiable third parties. 
Professional associations, legislative bodies, and gov-
ernment committees should deal with the long-term 
social, ethical, and environmental consequences of 
nanomedicine. 
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